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Abstract

Why do nudges sometimes fail to deliver the promised behaviour change? We argue
that part of the explanation may be that people learn whether the nudge is guiding
them towards their goals or not. In an experiment, we show that participants quickly
learn to choose in accordance with a nudge proportionally to how well it predicts the
superior option. This illustrates a more general point: unless choice architects align
their nudging with the goals of the nudgee, the latter’s capacity to learn and make
inferences may allow them to come up with strategies to avoid being nudged.
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1 Introduction

Choice architecture design is widely used to bring about a desired behaviour by changing
the context of a choice problem. Two common context interventions are (i) manipulating
the default alternative and (ii) adding an inferior “decoy” option to make some target op-
tion more attractive (the former being more commonly used by behavioural policy makers
and the latter by marketers). Why and when such “nudges” work is not fully understood:
suggestions include that they increase the salience of the target option, provide a reference
point that induces loss aversion, or constitute (implicit) recommendations (Jachimowicz
et al., 2019). Similarly, it is not clear why nudges fail. Recent popular science work
has noted how nudging in the field often fails to deliver the promised behavioural change
observed in the laboratory (Mazar and Soman, 2022).1 Sunstein (2017) lists strong prefer-
ences and potential “counter-nudges” as main causes. Here, we argue that the explanation
may also be that the decision maker learns the relation between observable characteris-
tics (“cues”) of nudges (e.g. whether an option is the default) and outcomes (whether
the default option was any good). If a cue predicts beneficial outcomes (e.g. the default
option being superior to the alternatives), the decision maker may come to rely on it to
make their choice. If a cue does not predict beneficial outcomes (the cue is unrelated to
option superiority) or even inferior outcomes (the cue is related to option inferiority), the
decision maker may safely ignore it or actively avoid it. That humans have this capacity
is psychologically uncontroversial, as we return to below. We demonstrate this ability ex-
perimentally in the context of nudging by randomly varying the probabilistic cue-outcome
relationship (with what probability a cue predicts whether an outcome is superior to the
alternatives) of the default and decoy cues and find that people’s behaviour is adapted to
cue predictivity: the stronger the historic cue-outcome relationship, the more often people
choose according to it. We also include a cue that is not taken from the nudge literature
to illustrate the generality of this phenomenon. Our most fundamental conclusion is this:
nudges which run contrary to a decision maker’s goals may occasionally and/or transiently
affect behaviour, but may eventually be overcome by learning. Nudges which direct choice
towards options aligned with the decision maker’s goals may affect behaviour permanently
and will be reinforced by learning. As far as (cue reliant) nudging goes, you can fool some
of the people some of the time but you can help everyone forever. We immediately concede
a limitation: we have tested specific nudges in a specific paradigm and there are many
situations where learning is not feasible (e.g. due to lack of feedback). We do emphasise,
however, that learning is just one class of of many cognitive mechanisms (Fodor, 1983) at
people’s disposal, each suitable for particular settings. We thus expect analogous results to

1A controversy surrounding a recent meta analysis of nudges (Mertens et al., 2021) has highlighted that
the literature also suffers from severe publication bias (Mertens et al., 2022; Szaszi et al., 2022; Maier et al.,
2022; Bakdash and Marusich, 2022). Another part of the problem may thus be that many nudges simply
do not even work in the lab.
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obtain in other settings too, deriving not from the same cognitive mechanism as is active
here but from others.

We now describe the two nudges taken from the literature that we will include in our
experiment. The Swedish pension system allows citizens to select where to invest a
part of their pension savings but they are defaulted into a low-fee public fund (“AP7”,
https://www.ap7.se/english/). This fund has outperformed the private funds since incep-
tion. More than 5 million out of 6.4 million working age Swedes choose the default fund
(Cronqvist, Thaler and Yu, 2018). Clearly, the nudge works. Our example of an ineffec-
tive default nudge comes from personal experience: when booking a Ryan Air flight there
are multiple expensive add-on purchases, such as extra travel insurance or seat upgrades,
selected by default. These nudges do not affect the second and third authors’ purchasing
behavior:2 we de-select all the defaults. Why does the default nudge “work” in one setting
and not the other? One important difference between our examples is whether the decision
maker can trust the choice architect to have their best interest at heart.3 The implicit
recommendation effect is clear for both situations but Swedes would have learned to trust
the recommendations from the Swedish government and the second and third authors have
learned to distrust the recommendations from a profit maximizing airline.

The attraction effect exists when adding some dominated option (a decoy) to an option
set increases the probability of a participant selecting the dominating option (the option
that has a decoy) vis-à-vis an option that dominates neither the decoy nor the option
that has a decoy. This constitutes a violation of independence from irrelevant alternatives,
which states that the relative choice preference between any pair of options is unaffected by
adding or removing other options in a bundle (Debreu, 1960; Morgenstern and Von Neu-
mann, 1953). Although the effect has been demonstrated many times (e.g. Farmer et al.,
2016; Müller, Schliwa and Lehmann, 2014; Castillo, 2020; Lichters et al., 2017), even with
incentivised designs (e.g. Lichters et al., 2017), failures to replicate the effect (e.g. Yang
and Lynn, 2014) have led to studies qualifying the conditions under which it occurs (e.g.
Frederick, Lee and Baskin, 2014). In particular, it seems important to tune the differences
between options (e.g. Padamwar, Dawra and Kalakbandi, 2019; Kaptein, Van Emden and
Iannuzzi, 2016) such that they exist within some critical zone where the effect can be
observed.

There are (at least) two prominent psychological explanations for why an attraction effect
can be observed: the decoy could provide the decision maker with a convenient argument for

2The first author has never flown Ryan Air.
3While we focus on the alignment of incentives between choice architect and decision maker, there may

of course be several contributing factors to why the pension default is especially effective: actively opting
out of the default plan requires some effort (logging in to the pension platform and making an active fund
choice). Social norms or salience of the public pension fund might also play a role. We suppose such reasons
affect the strength of any nudge independently of any learning.
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justifying their choice (Shafir, Simonson and Tversky, 1993; Dietrich and List, 2016; Gomez
et al., 2016; Simonson, 1989) or it could arise from how decision makers weigh together the
pieces of numerical information (Roe, Busemeyer and Townsend, 2001; Trueblood, Brown
and Heathcote, 2014). We do not contest these explanations, but our empirical results
suggest that learning can either moderate the attraction effect, in so far as it appears, or
generate a similar effect.

We believe that the explanation we provide here could account for several conspicuous
examples of when nudging fails: Beshears et al. (2010) show that unusually large default
contribution rates lead to the majority of employees opting out and shifting to a lower
contribution rate. Bronchetti et al. (2011) show that a default nudge intended to make
participants invest tax refunds into saving funds fails in a sample where 79% of the decision
makers had planned to use the refund for consumption. Altmann et al. (2019) show that
defaults in a donation experiment do not result in larger aggregate donations. These
examples, we suspect, may have in common that the goals of the choice architect did not
align with the goals of the decision makers. When the nudge-outcome relation is (thought
to be) known beforehand (e.g. the relation between savings and consumption), the decision
maker needs no or minimal experience to adapt their choices but can make inference from
their knowledge. When the predictivity of the nudge is unknown, they may learn it.

2 The psychology of probability and cue learning

A now classic review by Peterson and Beach (1967) presented people as “intuitive statis-
ticians” who are able to learn statistics of observed samples of data. Recent work has
highlighted our ability to learn (and track) parameters of non-stationary distributions as
they change (e.g. Forsgren, Juslin and van den Berg, 2023; Nassar et al., 2010; McGuire
et al., 2014; Norton et al., 2019). The tasks in this literature involve estimating, for ex-
ample, the current mean of a distribution of outcomes. To use such estimates to make a
choice we must also have some, at least ordinal, valuations of those outcomes.

One way of stylising such valuations is through the “lens model” (Brunswik, 1952, 1956).
Here, decisions and judgements (e.g. what option to select) are conceived of as directed
towards some “distal” property which is not directly observable at the time of choosing (e.g.
the utility received from consuming some product). The nature of the distal object has to
be inferred from “proximal” cues that are directly observable (e.g. price, some measure
of quality). Cues are only imperfect predictors of properties of options and the challenge
for the organism is to learn how much weight to put on each cue. The best one can do
is to adapt one’s weighting of cues such that it is equal to how strongly a cue actually
predicts a property (Hursch, Hammond and Hursch, 1964). People appear to be decent
at this but performance depends on characteristics of the task and feedback (see Karelaia
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and Hogarth, 2008, for a review). When cues have a simple (e.g. linear) relation to the
outcome variable (e.g. Juslin et al., 2003a), this learning is so-called “declarative”, which
means that the extracted relation or rule is accessible to consciousness and can be verbalised
(see Tulving, 1972; Shayna Rosenbaum, Kim and Baker, 2017), allowing participants to
extrapolate beyond the observed cue values.

Although it is of course an empirical question, the above invites us to propose that it would
be psychologically unremarkable if it turned out that people (i) learn what properties that
defaults, decoys and visual characteristics predict, (ii) how reliably they do so, and (iii)
apply those learnings to help them reach their goals. This is what we will demonstrate
below.

3 Experiment

We study the effect of predictivity of cues on decision making in a preregistered online
experiment.4 Participants are given 40 variations of a simple decision task. Participants
are randomized into one of three cue types: the decoy, default, or rule condition. The decoy
and default cue types are described in the Introduction. The rule cue type is included to see
if any effect also obtains for a more arbitrarily selected aspect of the decision environment.
If so, it would be easier to argue that the results do not arise because of some characteristics
specific to the cue types from the nudge literature, and thus may generalise to additional
cue types. The treatment is how predictive the decoy/default/rule is (the probability of
the cue indicating the superior option), which we randomise for each participant. We view
each cue type condition as a replication of the effect of our treatment on choice behaviour
under a different “nudge”.

3.1 Experiment design

The task is based on Crosetto and Gaudeul (2016) and Trueblood et al. (2013). Partici-
pants are asked to choose one of three geometric shapes (which may be vertical rectangles,
horizontal rectangles, vertical ellipses, horizontal ellipses, squares, or circles) with differ-
ent areas (e.g. 2 cm, 2.5 cm) presented on a grid. Each option comes at some price, in
experimental units. Upon choosing an option, the participant receives a payoff equal to
the area minus the price of the chosen option. The participant also receives full feedback
(Camilleri and Newell, 2011): the areas of all shapes and their corresponding payoffs are

4The default and decoy cue types were preregistered at https://doi.org/10.17605/OSF.IO/DS4XP.
Data for the rule condition was collected later and preregistered at https://doi.org/10.17605/OSF.IO/

852ZV. A preregistered pilot experiment is available in Mandl (2022).
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presented on screen after each choice. At the end of the experiment, the experimental units
are converted into pound sterling (GBP) at a predetermined exchange rate of 1500 units to
GBP 1. Participants must wait at least 5 seconds per trial before they can submit a choice,
to invite some consideration. See Figure 1 for the task interface and feedback screen and
the online appendix for task instructions.

Figure 1: The task as it appeared to participants. A participant in the default condition is
about to choose option 3, a rectangle of area 183 and price 53. Once they have done so it
is revealed that this yields 130 points. They are also informed that they chose the superior
option, how many points the alternatives would have yielded, and their total score.

We generalize the design of earlier decoy and default studies by generating each option
payoff by drawing from predetermined random distributions: first, three payoffs are drawn
from the same normal distribution and then ranked. Then, the price of each option is
drawn from another normal distribution. Each option’s area is determined by adding the
payoff and the price. Lastly, we randomly select each option’s geometric shape. These
features exhaustively define each option. We vary the treatment “assigned predictivity” by
randomising the probability of the cue indicating the superior option. In 28 of the rounds,
the cue is generated according to the assigned predictivity (“cue treatment rounds”). In
the remaining 12 rounds, the cue is on average unpredictive (uncorrelated with value) for
all participants and identically generated for all participants with the same cue type. We
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will use these 12 test rounds to test our hypotheses (to observe measurement invariance, see
Meredith, 1993). Treatment and test rounds are mixed and presented in random order. In
trials where the cue does not indicate the superior option, it indicates one of the other two
options. The predictivity of a cue is thus never stated but must be learnt from experience.

For any given trial, we can indicate whether the cue did predict the superior option in that
round using a dummy variable:

cue predictive =

{
1 if superior option has a decoy/is default/follows rule

0 otherwise

we can calculate the share of such predictive rounds observed by the participant so far. We
call that variable historical predictivity.

historical predictivityr =
r−1∑
i=1

cue predictivei
r − 1

where r is rounds from 1 to 43,

rounds 1 to 3 are practice rounds,

rounds 4 to 43 are the experiment rounds

This measure will be the independent variable in our analyses. We will thus not inves-
tigate the effect of the assigned predictivity (cf. intention to treat) but of the historical
predictivity that participants actually observe.

3.1.1 Decoy condition

In the 28 treatment rounds, options are constructed as follows. Option features are ran-
domised (see Experiment design) to generate three options. With probability p equal to
the assigned predictivity, the superior option is selected to have a decoy. If so, one of the
remaining options (either the second or the third best) is chosen with 50% probability to
be the superior option’s decoy. The decoy option is then adjusted to be dominated by the
superior option and assume its geometric shape since this facilitates ranking them by area
(Natenzon, 2019; Smith, 1969), tentatively ruling out that any absence of an effect would
arise simply due to limitations in perceptual discrimination rather than lack of learning.
The option that has a decoy and the option that is a decoy thus always have the same
shape. With probability 1− p, the second best option is chosen to have a decoy. If so, the
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worst option is the decoy. For the 12 test rounds, the options are constructed as follows.
First, either the superior or the second-best option is determined to have a decoy with
equal probability. That option is then assigned the worst option as its decoy. The decoy
is adjusted as before. In test rounds, an option having a decoy is thus not indicative of
whether it is the superior or second best option but it does indicate that it is not the worst
option.

3.1.2 Default condition

In the 28 treatment rounds, options are constructed as follows. Option features are ran-
domised (see Experiment design) to generate three options. With probability p equal to
the assigned predictivity, the superior option of the three is pre-selected and participants
thus only have to click the “submit” button to select it. In 1 − p of cases, one of the
two inferior options is pre-selected. In the 12 test rounds, the options are constructed as
follows. Option features are randomised to generate three options. One of the options is
pre-selected by default with a uniform probability over the three options. The default is
thus not indicative of whether an option is superior, second best or third best in those
rounds.

3.2 Rule condition

In the 28 treatment rounds, one geometric shape per participant is randomised to be the
”indicator shape” (e.g. square). Then, option features are randomised to generate three
options but no option is allowed to assume the indicator shape. After this, with probability
p the superior option is forced to assume the indicator shape. In 1− p of cases, one of the
two inferior options is forced to assume the indicator shape. The rule is thus that one of
the shapes indicates the superior option with some probability p. In the 12 test rounds,
shapes are randomised as per Experiment design and a randomly selected option is then
forced to assume the indicator shape. The indicator shape is thus not indicative of whether
an option is superior, second best or third best in those rounds.

3.3 Hypotheses

Our hypotheses establish whether the historical predictivity over all rounds predicts the
propensity to follow the cue in test rounds, which are identical between participants.

Main Hypotheses - decoy/default/rule: Participants who experience a higher histor-
ical predictivity follow the decoy/default/rule more often in the 12 test rounds.
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To test these hypotheses, we subset the data in the decoy, default, and rule condition,
respectively, to obtain only the 12 test rounds. Separately for each condition, we then
regress the binary variable of whether the option with a decoy/default option/option indi-
cated by the rule was chosen on the predictivity. For each regression, we predict a positive
coefficient of the predictivity measure using a two-sided t-test and a significance level α of
0.05.

3.4 Procedure

Data was collected on Prolific Academic, a popular online social science laboratory (see
Palan and Schitter, 2018; Peer et al., 2017, for overviews).5 We had a rolling recruitment
with the pre-registered goal of having at least 300 participants for each cue type. We
recruited a total of 1010 participants for our study. After applying our exclusion criteria,
the final sample contains 302 participants in the decoy cell, 306 in the default cell, and 301
in the rule cell. The average age of these participants is 29.3 and 47% are women.

Participants gave informed consent, received identical instructions in all conditions, and
were able to practice the task for three rounds. The practice rounds were generated ac-
cording to the participants’ respective treatment levels: their cue type and their assigned
predictivity. Participants then needed to pass a comprehension quiz with 4 questions. If
they failed it more than 10 times, their participation was terminated.

Participants collected payoffs (the area of their selected option minus its price) in exper-
imental units in each of the 40 rounds. After the experiment, the points were converted
into GBP according to an exchange rate known to the subjects (1500 units to GBP 1).
The average payment was GBP 2.85.

3.5 Results

We find a strong and statistically significant treatment effect in our preregistered regressions
for all cue types, see Table 1. An increase of historical predictivity by 10 percentage points
results in an increase in the probability of choosing the option with a decoy, the default,
and the option indicated by the rule by 1.29%, 1.58%, and 2.21%, respectively.

To visualize our results, we can graph the linear relationship between the mean probability
of choosing the option that has a decoy/is the default/is indicated by the rule and the
historical predictivity, see Figure 2.

5Data for the decoy and default conditions was collected from September through October of 2021. Data
for the rule condition was collect through March of 2024.
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Table 1

Dependent variable:

Option with decoy Default option Option indicated by rule
was chosen was chosen was chosen

(1) (2) (3)

Constant 0.476 0.283 0.265
(0.021) (0.020) (0.020)

Cumulative
predictivity 0.129 0.158 0.221

(0.037) (0.039) (0.044)

Note: Standard errors in parentheses, robust and clustered on individual
level. p < 0.001 for all estimates.

What those relationships should look like, in the presence or absence of a learning effect,
differs slightly between conditions.

For the default and rule conditions it is quite straightforward. If the participants ignore
the cue, the shape that is the default/is of the indicator shape should be chosen 1/3 of
the time in the test rounds. If the participants respond to the cue, the shape that is the
default/is of the indicator shape should be chosen 1/3 of the time only when historical
predictivity is 1/3 and increase with historical predictivity.

For the decoy effect, understanding what relationship we should obtain is slightly more
intricate. First note that the option that has a decoy is never the worst option and that
the option that is a decoy is never the best option. If a participant observes this, they should
never choose the option that is a decoy, effectively reducing the task to a choice between
two options (the option that has a decoy and the third, remaining option). Considering
those two options, the option that has a decoy can only ever be the best or second best
option (since the option that is a decoy is always dominated by the option that has a
decoy). The remaining option however (which neither has a or is the decoy), can be the
best, second best, or worst option, while the option that has a decoy can only ever be
the best or second best. This means that even if the option that has a decoy is the best
option only half of the time, it might still have a higher expected payoff than the remaining
option. In the online appendix we show that already at a historic predictivity of 36%, the
option that has a decoy has a higher expected payoff. If participants ignore the cue, the
option that has a decoy should thus be chosen 1/2 of the time. If particpants respond to
the cue, the option that has a decoy should be chosen 1/2 of the time only when historical
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predictivity is 36% and increase with historical predictivity.

In all three conditions, we observe relationships consistent with participants responding
to the cue. For the decoy condition, the regression line intersects 1/2 when historical
predictivity is about 36% and for the default and rule conditions it intersects 1/3 when
historical predictivity is about 1/3 (Figure 2).

4 Discussion

Our most fundamental conclusion is that the effectiveness of the nudges investigated here
scaled with how useful they were for a decision maker in helping them select the superior
option. With minimal training, participants learned to ignore cues that were not conducive
to their goal. We suggest that this kind of learning might explain why nudging sometimes
fails to deliver the desired behaviour change: the choice architect tries to nudge the decision
maker in a way that is not aligned with the latter’s goals. The decision maker learns this
and invents strategies to avoid being nudged. To be successful, liberal paternalists must
(possibly) not only avoid restricting the options of individuals. They must also promote
the individuals’ self-perceived goals.

Here, we have investigated a specific paradigm which affords learning from observed out-
comes. There are of course many situations where such learning is not workable, for
example due to a lack of feedback or the decision situation being unique or very rare. We
therefore emphasise that there is a host of other mechanisms through which humans can
learn (e.g. Busemeyer and Myung, 1988; DeLosh, Busemeyer and McDaniel, 1997) or make
use of knowledge (e.g. Tenenbaum et al., 2011; Johnson-Laird, Khemlani and Goodwin,
2015), each evolved to fit a different niche (Marewski and Schooler, 2011). In so far as
the relevant mechanism is sufficient to identify the contingency between the nudge and the
self-perceived quality of the outcome, we expect to see results analogous to what we find
here: if it becomes transparent to the decision maker that the nudge is not guiding them
towards their goal, they become motivated to device a strategy to avoid it.

Our findings are related to a recent discussion on the use of “bad” nudges by private
businesses or nudges that appear partisan to influence the consumers’ or voters’ behaviours
(e.g. Tannenbaum, Fox and Rogers, 2017; Thaler, 2015). Examples include default cookie
settings in GDPR compliant cookie banners, default newsletter subscriptions, and add-on
insurance purchases. Our results invite the idea that decision makers and consumers may
adapt to avoid these nudges even when stakes are small.

They also qualify the allure of nudges vis-à-vis traditional economic interventions such as
taxation. Hagmann, Ho and Loewenstein (2019) suggest that introducing environmental

11



Figure 2: Regressions of historical predictivity on choosing the option that has a decoy/is
the default/is of the indicator shape. The latter are binary variables, making individual
observations difficult to visualise in a scatterplot since they will all sit at 0 or 1. We
therefore group all observations by historical predictivity rounded to two decimal places.
Each marker is thus a local average for a small subset of observations at each level of
historical predictivity.
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nudges may decrease support for carbon taxation. We suggest that, unless individuals are
already motivated to cut carbon emissions, the effect of some nudges may decrease over
time. It thus seems perilous to substitute nudges for incentivising measures like taxation,
especially for urgent issues like climate change where we have little time to row back
on failed policies. Nudging, we argue, should be viewed as a complement rather than
substitute.

5 Conclusion

We have shown that participants quickly adapt their susceptibility to being nudged when
they make a few repeated decisions with feedback. This is an illustration of the more
general point we want to make here: humans are capable of learning from experience
and using knowledge to make inferences. These capacities allow dynamic adaptation to
features of our decision environment. This might make it challenging to nudge people into
making decisions with outcomes that go against their self-perceived goals, since they may
eventually adapt to avoid the nudge. However, it also suggests that a choice architect can
sustainably and perennially nudge decision makers towards their self-perceived goals (cf.
“boosting”, Hertwig, 2017).
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